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 Feature extraction is playing a significant role in bio-signal processing. Feature 
identification and selection has two approaches. The standard method is engineering 
handcraft which is based on user experience and application area. While the other 
approach is feature learning that based on making the system identify and select the best 
features suit the application. The idea behind feature learning is to avoid dealing with any 
feature extraction or reduction algorithms and to train the suggested model on learning 
features from input bio-signal by itself. In this paper, Self-Organizing Map (SOM) will be 
implemented as a feature learning technique to learn the model extract the features from 
the input data. Deep learning approach will be proposed by deploying SOM to learn 
features. In the proposed model, the raw data will be read then represented by using 
different signal representation as Spectrogram, Wavelet and Wavelet Packet.  
The newly represented data will be fed to self-organizing map layer to generate features, 
and finally, the performance of the suggested scheme will be evaluated by applying different 
classifiers such as Support Vector Machine, Extreme Learning Machine, Evolutionally 
Extreme Learning Machine and Discriminate Analysis Classification. Analysis of Variance 
(ANOVA) and confidence interval for different classifiers will be calculated. As an 
improving step for the results, classifier fusion layer will be implemented to select the most 
accurate result for both training and testing set. Classifier fusion layer led to a promising 
training and testing accuracies.  
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1. Introduction  

This paper is an extension of work originally presented in 2016 
8th Cairo International Biomedical Engineering Conference 
(CIBEC) [1]. However, we will implement Self-Organizing Map 
as a feature learning technique after representing raw data by using 
different data representation techniques. Supervised learning is 
considered as highly limited technique despite being applied to 
various applications. Still, most of the applications require 
engineering handcraft extraction by using different algorithms. 
This means that the primary target is, to represent the data by using 
good feature representation. Whenever feature representation is 
good, classification error should be expected to be less.  

However, engineering handcraft representation is still 
exhausting and time-consuming in addition to that, it depends on 
researcher experience. Many suggested feature learning techniques 

may be applied to enhance feature representation automatically 
and save time and effort. The chief governor on the performance 
of used feature learning technique is the classification error. The 
most approach for implementing feature learning belongs to deep 
learning concept. Deep learning started in 1986 when Rina Dechter 
presented the basics for first and second order deep learning [2]. 
Later, deep learning is considered as a branch of machine learning 
where, it depends on multilayer by implementing the algorithm, in 
each layer, to represent data. Each layer feature output should be 
the input to the next cascaded layer [3]. Each layer in deep learning 
is implemented by using a hidden layer of artificial neural 
networks [4], where features are being learned by using the 
artificial neurone as shown in fig 1 where a very simplified flow 
chart of deep learning steps. Deep learning learns features in a 
hierarchal concept. The learning is being processed layer by layer, 
and extracted notations are being learned from lower level layers 
[5]. Deep learning can be used in supervised learning by translating 
the data into useful representations and remove any redundancy in 
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representations or features. The significant advantage of deep 
learning is that it can be used in unsupervised learning, where data 
is unlabelled. Unlabelled data is more challenging than labelled 
one. Neural history compressors[6] and deep belief networks[7] 
are considered as an example for implementing deep learning for 
unsupervised learning. 

 
Fig.1. Deep Learning simplified steps 

This paper is structured by giving a brief on previous work that 
was published in finger movement classification and deep learning 
implementation for the biomedical signal. Very simplified review 
on the self-organizing map and three bio signal representations 
(Spectrogram, Wavelet and Wavelet Packet) will be represented 
where, Discriminate Analysis, Support vector machine, 
Evolutional Extreme Learning Machine, and Extreme learning 
machine will be used as an evaluation step. Analysis of Variance 
(ANOVA) and confidence interval for different classifiers will be 
calculated. Finally, classifier fusion will be added to improve both 
training and testing accuracies.   

2. Previous Work 

In this paper, we will suggest a deep learning model that will 
be able to learn features by itself without utilising any feature 
extraction or reduction technique. The proposed model will be 
skilful in classifying between ten finger movements. Finger 
movement classification was presented previously in many types 
of research as in [8] where the researchers proposed a feature 
projection technique by implementing Fuzzy Neighbourhood 
Preserving Analysis (FNPA) with QR-decomposition. The 
primary purpose of Fuzzy Neighbourhood Preserving Analysis 
(FNPA) is to decrease the distance, to the maximum extent, 
between samples of the same class and increase it between samples 
of different classes. The researchers' purpose was to classify ten 
finger movements, and they verified average accuracy 91% by 
using only two channel electrodes. After that, other authors 
proposed a finger movement classification system. Where, they 
employed Spectral Regression Discriminant Analysis (SRDA) for 
dimensionality reduction, Extreme Learning Machine (ELM) for 
classification and smoothed the results by using majority voting 
method. They achieved classification accuracy 98% from two 
electromyography channels only [9]. Then the authors used the 
same data set collected by using two channel electrodes, which was 
considered a challenging task, to hire Spectral Regression 
Discriminate Analysis (SRDA) for dimensionality reduction, 
kernel-based Extreme Learning Machine (ELM) for classification 
and smoothed the results by using majority voting method [10]. 
Moreover, they applied Particle Swarm Optimization (PSO) to 
optimise the kernel based ELM. Later, other investigators 
suggested a model classifying between 9 finger movements 
(classes) by using two electrodes [11]. They implemented seven-
time domain features and evaluated the system by applying 
Artificial Neural Network (ANN) and k- nearest neighbours (KNN) 

as classifiers. Other investigators suggested using Nonnegative 
Matrix 

Factorization (NMF) technique to select accurate and 
dependable features. They employed neural networks for 
classification and calculated the accuracy for both simple and 
complex flexion where they achieved 95% for simple flexion and 
87% for complex one [12]. After that other researchers suggested 
collecting surface electromyography signal using eight electrodes 
to classify between nine hand motions. They hired two different 
neural networks for classification. The first neural network 
architecture verified 83.43% accuracy while the second one 
achieved 91.85% [13]. Another experiment was published in [14] 
where the authors employed time-domain descriptors (TDD) to 
measure the power spectrum characteristics for electromyography 
signal which in turn reduced the computationally expensive feature 
construction traditional techniques. This suggested method 
improved the error percentage by 8% in comparison with other 
methods [14]. Another trial was published for recognising finger 
movements by using microneedle with average accuracy 94.9% 
[15]. On the other hand, many researchers claimed for 
implementing a general model that should be able to learn features 
by itself without employing any feature extraction and reduction 
techniques which led to deep learning clue. Many published 
experiments were done in hiring deep learning for biomedical data. 
As for example but not limited to, in [16] the authors developed a 
system by using an ensemble of convolutional neural networks to 
classify medical images. Convolutional neural networks were 
implemented for learning features by tunning and for classification 
as well. Other researchers suggested employing convolutional 
neural networks to learn features and developing low-level 
features only [17]. The authors in [18] developed a deep learning 
system to classify between different plaque constituents in Carotid 
Ultrasound. Later, the texture of lung pattern was analysed by 
implementing deep learning technique after employing 
convolutional neural networks [19]. Consequently, we can 
consider deep learning as a feature learning system where the 
system will extract the best features suit the application or in 
another word the system will learn features without employing any 
feature extraction or feature reduction algorithm. We will propose 
a deep learning model by engaging self-organising map in learning 
features from the represented bio signal. The bio signal will be 
represented using either spectrogram, wavelet or wavelet packet. 
We will evaluate the behaviour of our suggested model by hiring 
different classifiers as support vector machine, discriminant 
analysis, extreme learning machine and evolutionally extreme 
learning machine. Evolutionally extreme learning machine will 
lead to higher accuracy results than other implemented classifiers. 
Analysis of variance and confidence interval for different 
classifiers will be calculated as well. Finally, and as a development 
stage, classifier fusion layer will be added to select best local 
classifier. Accordingly, our proposed model will learn features by 
itself without hiring any feature extraction or reduction algorithm 
and verify well-accepted accuracy values. Moreover, 
implementing analysis of variance and confidence interval is 
considered as an in-depth step to understand the nature of the 
relation between our employed classifiers and to know our trustful 
range of accuracy results. 
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3. Self-Organizing Map 

Self-Organizing Map is a typical artificial neural network 
which has two main characteristics. The first one is that it follows 
unsupervised learning technique to generate a lower dimensional 
copy of input training set. The new dimension of the data is 
typically two dimensions, and the new training set is called map. 
While the second characteristic is that it applies error correction by 
using back propagation technique or gradient descent and at the 
same time, keeps the properties for the input by using 
neighbourhood function [7]. Sometimes Self-Organizing Map is 
called Kohonen map in referring to Teuvo Kohonen who first 
invented it in 1980 [8]. Self-Organizing Map may represent the 
nonlinear version of principal component analysis [9]. The new 
two-dimensional data is considered as the features that will be used 
for classification steps. SOM is used in unsupervised learning. The 
network is being trained to generate features from the input data at 
the output instead of producing classes at the output. The input to 
the self-organizing map is the represented data either by 
spectrogram or wavelet or wavelet packet while the output is 
considered as the features. The classifier uses features produced 
from the self-organizing map as an input while; its output is the 
class equivalent to input data.  Fig.2 shows the procedures of signal 
processing by using self-organizing map. 
 

 

 
 

 

Fig.2. Procedures of SOM signal representation 
 

Fig 3 shows the mapping of a point in the input space to its new 
point in the output space.  

 
Fig.3. Mapping input space to output space in SOM 

In this algorithm, the self-organizing map is being used to 
reduce the dimension of the data into lower and more useful 
representation. Consequently, self-organizing map enhances in 
extracting essential features or good representations of input data. 
So, the self-organizing map is in the context of feature learning 
where we have trained data. We will extract some features from 
training data then, apply the algorithm on the testing set and 
calculate the classification error. 

4. Bio-Signal Processing 

4.1. Bio Signal Representation 

To improve the performance and to get lower classifier error, 
we suggest some signal representations can be done on the data 

before being introduced to the self-organizing map stage. The first 
data representation is to take the spectrogram of our input data. The 
spectrogram is to represent the spectrum of frequencies for our 
signal in a visual manner. Mathematically, Spectrogram can be 
calculated by taking the square of the magnitude of Short-Time 
Fourier Transform (STFT) or; it can be named short term Fourier 
transform. Short time Fourier transform is a Fourier-related 
transform, where it divides the long-time signal into shorter 
segments in time. These separated segments should be equal in 
length and then compute the frequency and phase for each segment 
separately. So, simply it is Fourier transform but for shorter 
segments than calculating it for the whole signal at one time[10]. 
The spectrogram output of the data is being trained by the self-
organizing map to extract features then; these extracted features 
should be used in classification stage. Moreover, wavelet was 
applied as signal representation Wavelet is considered as small 
shifted and scaled partitions of the original signal. Fourier 
transform is representing the signal as a sinusoidal wave with 
different frequency while wavelet is representing the signal in the 
form of sharp changes. Wavelet allows us to capture better feature 
representation for abrupt changes in the signal. However, smooth 
representation by Fourier is useful in case of the smooth signal. We 
used Haar wavelet in our software. Fig.4 shows Fourier transform 
representation and wavelet representation. As a comparative study, 
we applied wavelet packet for the signal representation. We used 
six levels for sym10 at sampling frequency 2 kHz.  

 
Fig.4. Fourier transforms representation and wavelet representation 

4.2. Classifiers 

We implemented four classification algorithms, where the first 
is Extreme Learning Machine (ELM), second is Discriminate 
Analysis (DA), third is Support Vector Machine (SVM), and the 
fourth is Self-Adaptive Evolutionary Extreme Learning Machine. 
We compared the accuracy for six different types of SVM (Linear 
SVM, Quad SVM, Cubic SVM, Fine Gauss SVM, Medium Gauss 
SVM and Coarse Gauss SVM) and picked up the most accurate 
result. Also, we compared Linear Discriminate Analysis (LDA) 
and Quadrature Discriminate Analysis (QDA) and selected the 
most accurate result. Fig.5 shows the suggested procedures for our 
implemented feature learning suggested model 

 

 

 

 
 

Fig.5. Procedures of Suggested Feature Learning Model 
 

An extreme learning machine is being used in modelling 
complex systems either linear or nonlinear. The modelling 
algorithm uses gradient free fast convergence tool [20-23], for N 
observations {( 𝑥𝑥𝑖𝑖  , 𝑡𝑡𝑖𝑖)}𝑁𝑁 ,  where 𝑥𝑥𝑖𝑖 ∈  𝑅𝑅𝑑𝑑  𝑎𝑎𝑎𝑎𝑎𝑎 𝑡𝑡𝑖𝑖  ∈  𝑅𝑅𝑚𝑚 . ELM 
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chooses both the input weights and hidden biases in a random 
manner. 

𝑦𝑦𝑖𝑖 =  ∑ 𝛽𝛽𝑗𝑗  ℊ�𝑎𝑎𝑗𝑗 .𝑥𝑥𝑖𝑖 + 𝑏𝑏𝑗𝑗� =𝐿𝐿
𝑗𝑗=1 𝑡𝑡𝑖𝑖         ,   𝑗𝑗 = 1, … ,𝑁𝑁            (1) 

Where  𝑎𝑎𝑗𝑗 = [𝑎𝑎𝑗𝑗1 , 𝑎𝑎𝑗𝑗2 , … , 𝑎𝑎𝑗𝑗𝑗𝑗]𝑇𝑇 ∈  𝑅𝑅𝑑𝑑  is the input weight, 𝑥𝑥𝑖𝑖   
is the input signal & 𝑏𝑏𝑗𝑗 = [𝑎𝑎𝑗𝑗1 , 𝑎𝑎𝑗𝑗2 , … , 𝑎𝑎𝑗𝑗𝑗𝑗]𝑇𝑇 ∈  𝑅𝑅 (𝑗𝑗 = 1,2, … , 𝐿𝐿) 
is the bias. Those are the learning parameters of 𝑗𝑗th hidden node, 
𝛽𝛽𝑗𝑗 = [𝛽𝛽𝑗𝑗1,𝛽𝛽𝑗𝑗2, … ,𝛽𝛽𝑗𝑗𝑗𝑗]𝑇𝑇 ∈  𝑅𝑅𝑚𝑚   is the output weight that relates 
output node and hidden node.  Equation (1) can be simplified   

 
𝐻𝐻.𝛽𝛽 = 𝑇𝑇                                                                             (2)     

Where 𝐻𝐻 is the hidden matrix and can be defined as 
 

𝐻𝐻 = �
ℊ(𝑎𝑎1. 𝑥𝑥1 + 𝑏𝑏1) ⋯ ℊ(𝑎𝑎𝐿𝐿 . 𝑥𝑥1 + 𝑏𝑏𝐿𝐿)

⋮ ⋱ ⋮
ℊ(𝑎𝑎1. 𝑥𝑥𝑁𝑁 + 𝑏𝑏1) ⋯ ℊ(𝑎𝑎𝐿𝐿 . 𝑥𝑥𝑁𝑁 + 𝑏𝑏𝐿𝐿)

�                     (3)                                                 

So simply 𝑗𝑗 th element of 𝐻𝐻  represents the corresponding 
output vector of the 𝑗𝑗th hidden neuron with respect to 𝑖𝑖th input 𝑥𝑥𝑖𝑖 , 
the values of  𝐻𝐻 parameter is being selected in a random manner 
Subsequently, the estimate of the 𝛽𝛽𝑗𝑗∗  , 𝑎𝑎𝑗𝑗∗ , 𝑏𝑏𝑗𝑗∗ parameters will be 
calculated using equation (4).  

‖𝐻𝐻( 𝑎𝑎1∗ , … , 𝑎𝑎𝐿𝐿∗  , 𝑏𝑏1∗ , … , 𝑏𝑏𝐿𝐿∗)𝛽𝛽 
∗ − 𝑇𝑇‖ =

                          𝑚𝑚𝑚𝑚𝑚𝑚𝛽𝛽‖𝐻𝐻( 𝑎𝑎1  , … , 𝑎𝑎𝐿𝐿  , 𝑏𝑏1  , … , 𝑏𝑏𝐿𝐿 )𝛽𝛽 
 − 𝑇𝑇‖           (4) 

 
The cost function can be defined by the following equation  
𝑆𝑆𝑆𝑆𝑆𝑆 = ∑ �∑ 𝛽𝛽𝑗𝑗  ℊ�𝑎𝑎𝑗𝑗 . 𝑥𝑥𝑖𝑖 + 𝑏𝑏𝑗𝑗� −𝐿𝐿

 𝑗𝑗=1 𝑡𝑡𝑖𝑖    � 2𝑁𝑁
𝑖𝑖=1                               (5)    

 
 Where SSE is the sum square of error. 
 
The least square solution of the 𝐻𝐻.𝛽𝛽 = 𝑇𝑇 can be determined as 
𝛽𝛽 = 𝐻𝐻 

ϯ𝑇𝑇                                                                                  (6) 
Where 𝐻𝐻 

ϯ   is the Moore-Penrose generalized inverse of the 
hidden layer matrix 𝐻𝐻 

 . 
 

The self-adaptive evolutionary Extreme learning machine 
introduces the optimisation algorithm by applying differential 
evolutionary optimisation technique on objective function 𝑓𝑓(𝜃𝜃) by 
picking up a certain number of populations 𝑁𝑁𝑃𝑃  and number of 
generation 𝐺𝐺 until the targeted level of convergence obtained [24-
28]. Where, the 𝑖𝑖𝑖𝑖ℎ parameter can be defined as 

𝜃𝜃𝑖𝑖,𝐺𝐺 =  �𝜃𝜃𝑖𝑖,𝐺𝐺  
1,𝜃𝜃𝑖𝑖,𝐺𝐺  

2 , … , 𝜃𝜃𝑖𝑖,𝐺𝐺  
𝐷𝐷 � 𝑖𝑖 = 1,2, … ,𝑁𝑁𝑃𝑃                    (7) 

Where 𝐷𝐷  is the described searching space. 
 
The procedures of Differential Evolutionary can be defined as 

following 
 

First, the cover parameter space should be initialized by using 
the following equation 
 
𝜃𝜃𝑖𝑖,𝐺𝐺 = 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 + 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1). (𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚)                               (8)  
 
Where, 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚& 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 are the minimum and maximum boundaries 
respectively. The values of 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚& 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 are predetermined. 

Second, generation of the new mutual vector by calculating 
difference vectors of randomly picked population vector. These 
can be calculated by one of four strategies 

 
Strategy 1: 
𝑣𝑣𝑖𝑖,𝐺𝐺 = 𝜃𝜃𝑟𝑟1𝑖𝑖 ,𝐺𝐺 + 𝐹𝐹. (𝜃𝜃𝑟𝑟2𝑖𝑖 ,𝐺𝐺 + 𝜃𝜃𝑟𝑟3𝑖𝑖 ,𝐺𝐺)                                        (9) 
 
Strategy 2: 

𝑣𝑣𝑖𝑖,𝐺𝐺 = 𝜃𝜃𝑟𝑟1𝑖𝑖 ,𝐺𝐺 + 𝐹𝐹. �𝜃𝜃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏,𝐺𝐺 − 𝜃𝜃𝑟𝑟1𝑖𝑖 ,𝐺𝐺� + 𝐹𝐹. �𝜃𝜃𝑟𝑟2𝑖𝑖 ,𝐺𝐺 − 𝜃𝜃𝑟𝑟3𝑖𝑖 ,𝐺𝐺� +
        𝐹𝐹. (𝜃𝜃𝑟𝑟4𝑖𝑖 ,𝐺𝐺 − 𝜃𝜃𝑟𝑟5𝑖𝑖 ,𝐺𝐺)                                                             (10) 

 

Strategy 3: 

𝑣𝑣𝑖𝑖,𝐺𝐺 = 𝜃𝜃𝑟𝑟1𝑖𝑖 ,𝐺𝐺 + 𝐹𝐹. �𝜃𝜃𝑟𝑟2𝑖𝑖 ,𝐺𝐺 − 𝜃𝜃𝑟𝑟3𝑖𝑖 ,𝐺𝐺� + 𝐹𝐹. (𝜃𝜃𝑟𝑟4𝑖𝑖 ,𝐺𝐺 − θr5i ,G)      (11) 

 

Strategy 4: 

𝑣𝑣𝑖𝑖,𝐺𝐺 = 𝜃𝜃𝑖𝑖,𝐺𝐺 + 𝐹𝐹. �𝜃𝜃𝑟𝑟1𝑖𝑖 ,𝐺𝐺 − 𝜃𝜃𝑖𝑖,𝐺𝐺� + 𝐹𝐹. �𝜃𝜃𝑟𝑟2𝑖𝑖 ,𝐺𝐺 − 𝜃𝜃𝑟𝑟3𝑖𝑖 ,𝐺𝐺�         (12) 

Where  𝑟𝑟1𝑖𝑖 ,  𝑟𝑟2𝑖𝑖 ,  𝑟𝑟3𝑖𝑖 ,  𝑟𝑟4𝑖𝑖  and  𝑟𝑟5𝑖𝑖  are mutually exclusive integers 
numbers which are randomly selected. 0 ≤ 𝐹𝐹 ≤ 2 is implemented 
to adjust the scaling difference, and the ruling parameter is 
randomly created as well within the range 0 ≤ 𝐾𝐾 ≤ 1. 

Thirdly, the crossover is used to increase the varieties of the 
confused parameters vector with respect to mutant vector  𝑣𝑣𝑖𝑖,𝐺𝐺 =
[𝑣𝑣𝑖𝑖,𝐺𝐺  

1, 𝑣𝑣𝑖𝑖,𝐺𝐺  
2, …,  𝑣𝑣𝑖𝑖,𝐺𝐺  

𝐷𝐷]  at generation  𝐺𝐺  a trail vector 𝑢𝑢𝑖𝑖,𝐺𝐺 =
[𝑢𝑢 

1,𝑢𝑢𝑖𝑖,𝐺𝐺  
2, …,  𝑢𝑢𝑖𝑖,𝐺𝐺  

𝐷𝐷]  is generated according to the following 
equation. 

 

𝑢𝑢𝑖𝑖,𝐺𝐺 = �
𝑣𝑣𝑖𝑖,𝐺𝐺  

𝑗𝑗  𝑖𝑖𝑖𝑖 (𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑗𝑗 ≤ 𝐶𝐶𝑅𝑅 𝑂𝑂𝑂𝑂 (𝑗𝑗 = 𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗)

𝜃𝜃𝑖𝑖,𝐺𝐺  
𝑗𝑗  𝑂𝑂𝑂𝑂ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                                         

                    (13) 

Where CR  is the crossover rate to adjust the friction of the 
parameter values copied,  rand j  is  jth  evaluation of a uniform 
random number created in [0, 1] and jrand is randomly selected 
an integer from [1, D]. 

 

Fourthly, Selection is conducted using fitness function for each 
objective and corresponding trail vector, and the one at a lower 
value of fitness function is kept as population for the next 
generation. Then, second and fourth steps are repeated until the 
objective met or maximum iteration reached. 

To overcome the restrictions of mutually selecting trail vector 
generation strategies and its associated ruling parameters, Self-
Adaptive Evolutionary Extreme Learning Machine (SAEELM) is 
implemented to optimise the ELM output weight matrix using the 
following procedures  
Initialize the hidden layer matrix  
 
𝜃𝜃𝑖𝑖,𝐺𝐺 = ℊ � 𝑎𝑎  𝑇𝑇1,(𝑘𝑘,𝐺𝐺)

  , … , 𝑎𝑎  𝑇𝑇𝐿𝐿,(𝑘𝑘,𝐺𝐺)
  ,𝑏𝑏  𝑇𝑇1,(𝑘𝑘,𝑗𝑗)

  , … , 𝑏𝑏  𝑇𝑇𝐿𝐿,(𝑘𝑘,𝐺𝐺)
 � (14) 

 
Where 𝑗𝑗 = 1,2, … , 𝐿𝐿  are randomly generated, G generation, 

and 𝑘𝑘 = 1,2, … ,𝑁𝑁𝑃𝑃 number of population, and then calculate the 
output matrix by using the following formula  
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𝛽𝛽𝑘𝑘,𝐺𝐺  = 𝐻𝐻𝑘𝑘,𝐺𝐺  
ϯ  𝑇𝑇                                                                             (15) 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑘𝑘,𝐺𝐺=�
∑ �∑ 𝛽𝛽𝑗𝑗 ℊ�𝑎𝑎𝑗𝑗,(𝑘𝑘,𝐺𝐺).𝑥𝑥𝑖𝑖+𝑏𝑏𝑗𝑗,(𝑘𝑘,𝐺𝐺)�−𝐿𝐿

 𝑗𝑗=1 𝑡𝑡𝑖𝑖    � 2𝑁𝑁
𝑖𝑖=1  

𝑚𝑚.𝑁𝑁
                 (16) 

 

Where, 𝐻𝐻𝑘𝑘,𝐺𝐺  and 𝜃𝜃𝑘𝑘,𝐺𝐺+1  can be defined by using the following 
equations  
 
𝐻𝐻𝑘𝑘,𝐺𝐺 = 

 �
ℊ�𝑎𝑎1,(𝑘𝑘,𝐺𝐺).𝑥𝑥1 + 𝑏𝑏1,(𝑘𝑘,𝐺𝐺)� ⋯ ℊ�𝑎𝑎𝐿𝐿,(𝑘𝑘,𝐺𝐺). 𝑥𝑥1 + 𝑏𝑏𝐿𝐿,(𝑘𝑘,𝐺𝐺)�

⋮ ⋱ ⋮
ℊ�𝑎𝑎1,(𝑘𝑘,𝐺𝐺).𝑥𝑥𝑁𝑁 + 𝑏𝑏1,(𝑘𝑘,𝐺𝐺)� ⋯ ℊ�𝑎𝑎𝐿𝐿,(𝑘𝑘,𝐺𝐺). 𝑥𝑥𝑁𝑁 + 𝑏𝑏𝐿𝐿,(𝑘𝑘,𝐺𝐺)�

�    (17) 

 
𝜃𝜃𝑘𝑘,𝐺𝐺+1 =

⎩
⎪
⎨

⎪
⎧
𝑢𝑢𝑘𝑘,𝐺𝐺+1 𝑖𝑖𝑖𝑖 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝜃𝜃𝜃𝜃,𝐺𝐺 − 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑢𝑢𝑢𝑢,𝐺𝐺+1 > 𝜀𝜀.𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝜃𝜃𝜃𝜃,𝐺𝐺,               

𝑢𝑢𝑘𝑘,𝐺𝐺+1 𝑖𝑖𝑖𝑖 � 𝑅𝑅𝑅𝑅𝑆𝑆𝐸𝐸𝜃𝜃𝜃𝜃,𝐺𝐺 − 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑢𝑢 𝑘𝑘,𝐺𝐺+1� < 𝜀𝜀.𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝜃𝜃𝜃𝜃,𝐺𝐺

𝑎𝑎𝑎𝑎𝑎𝑎 �𝛽𝛽𝑢𝑢𝑢𝑢,𝐺𝐺+1� < �𝛽𝛽𝜃𝜃𝜃𝜃,𝐺𝐺�
𝜃𝜃𝑘𝑘,𝐺𝐺     𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑒𝑒𝑒𝑒𝑒𝑒                                                                   

      (18) 

 
All trail vectors are uk,G+1  created the (𝐺𝐺 + 1)𝑡𝑡ℎ  generation 

are evaluated by implementing equation 16 with small tolerance  ε. 

The Analysis of Variance (ANOVA) was calculated for 
different classifiers. Where, we grouped average testing accuracies 
for three signal representation techniques (Spectrogram, Wavelet 
and Wavelet Packet) that result in P value equalled to 0.0613. The 
P value indicated that there was no practical difference between 
any of these four classifiers as P value was larger than 0.05 
although its value was not that far from 0.05.   

Moreover, the Confidence interval for each classifier was 
calculated with confidence score equals 60%. Generally speaking, 
confidence interval has two limits one is a higher limit, and the 
other is the lower one. We are confident in our result by level 60 % 
as long as testing accuracy, for each classifier, within our interval. 

5. Implementation 

In this section the data acquisition that we followed will be 
displayed and explained in more details and results will be 
discussed. 

5.1.  Data Acquisition 

We used FlexComp Infiniti™ to collect the surface 
Electromyography signal. MyoScan™ T9503M Sensors were 
used to obtain two EMG. Those two sensors were put on the 
subject forearm as shown in Fig.6. 

 

Fig.6. Placement of the electrodes 
 

We have nine subjects where each subject was asked to do one 
of ten different finger movements for five seconds then take rest 

for other five seconds. Each movement was reiterated for six 
times. Then, the subject was asked to perform the same scenario 
for another finger movement class till finishing the whole ten 
finger movement classes. The signal was amplified by gain 1000 
and sampled at the rate of 2000 sample per second. 

The main target is to use collected EMG signal and feature 
learning technique and classify the finger movement for the 
subjects into ten classes. Fig.7 shows the targeted ten classes  

Three-folded validations for data was used where the training 
set was 2/3 of the whole data, and the residual 1/3 was assigned 
for testing set.  

The bio signal was filtered to remove any noise that might be 
superimposed on data. So, the implemented filter was to ensure 
that our processed signal is free from noise. 

The average training and testing accuracy were calculated by 
simulating the system for each subject separately then summing 
the training or testing accuracy for all participants and dividing 
the result by the number of our subjects.  

 
Fig.7. Ten different finger movements 

 
5.2. Results 

Table I shows training and testing accuracies for different 
signal representations and different classifiers 

TABLE I. TESTING AND TRAINING ACCURACY 

Signal 
Representation 

Average 
Training 
Accuracy 

Average 
Testing 
Accuracy 

Classification 
Algorithm  

Spectrogram 99.41% 81.54% Support Vector 
Machine 

Spectrogram 98.26% 83.29% Extreme Learning 
Machine 

Spectrogram 96.71% 91.11% Evolutionally 
Extreme Learning 
Machine 

Spectrogram 96.95% 83.13% Discriminate 
Analysis 

Wavelet 99.84% 85.11% Support Vector 
Machine 

Wavelet 98.03% 84.91% Extreme Learning 
Machine 

Wavelet 99.35% 93.14% Evolutionally 
Extreme Learning 
Machine 

Wavelet 98.61% 86.77% Discriminate 
Analysis 

Wavelet Packet  98.42% 90.47% Support Vector 
Machine 

Wavelet Packet 97.83% 87.96% Extreme Learning 
Machine 

Wavelet Packet 99.50% 94.44% Evolutionally 
Extreme Learning 
Machine 

Wavelet Packet 96.30% 89.98% Discriminate 
Analysis 
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We went through different experiments by altering self-
organizing map configuration until we reached the current 
configuration where the size of the two-dimensional map was 
10x10, the layer topology function employed was ‘hextop’ and 
the neurone distance function hired was ‘linkdist’. This 
configuration was to compromise between simulation time and 
accuracy level. These parameters were optimum regarding the 
accuracy level and the time consumed in simulation in which, 
increasing size of our map would recall higher simulation time 
without a tangible impact on accuracy level. The bio signal was 
filtered before signal representation stage and neural networks 
phase to guarantee a substantial barrier against noise level that 
might be superimposed on our collected bio signal. 

The same set of data was introduced to a pattern recognition 
system, as shown in Fig.8, where we applied the traditional 
feature extraction and feature reduction techniques. The extracted 
features were slope sign change, zero crossing, waveform length, 
skewness, mean absolute value, root mean square and 
autoregressive. Also, we applied linear discriminant analysis as 
feature reduction method. The training accuracy was 96.60% and 
testing accuracy were 88.92%. 

 

 

 
 

Fig.8. Pattern Recognition Model 
 

It is evident from the results that are shown in Table I that 
using wavelet packet as a signal representation generated a higher 
testing accuracy than both wavelet and Spectrogram. Moreover, 
wavelet had a higher testing accuracy than Spectrogram and had 
a lower testing accuracy than wavelet packet.  Support vector 
machine showed impressive classification ability for wavelet 
packet than its ability in spectrogram signal representation. 
Support vector machine testing accuracy for wavelet packet signal 
representation was very close to testing accuracy for discriminate 
analysis classifier but still higher. Moreover, support vector 
machine showed moderate classification ability for wavelet signal 
representation and poor classification ability for spectrogram 
signal representation. On the other side, Extreme learning 
machine excelled the other classification techniques for 
spectrogram signal representation. However, testing accuracy for 
spectrogram signal representation was very close to its value 
resultant from using Discriminate Analysis classifier. 
Discriminate analysis showed higher testing accuracy for wavelet 
signal representation than both extreme learning machine and 
support vector machine for the same data set and wavelet signal 
representation while, testing accuracy for wavelet signal 
representation by using support vector machine was higher than 
testing accuracy resultant from extreme learning machine for 
same wavelet signal representation but, close and lower than 
testing accuracy for discriminate analysis. The testing accuracies, 
for three signal representations, were moved to another higher 
level by implementing Evolutionally Extreme Learning Machine 
as a classifier and this is due to the optimisation algorithm that is 

being followed by this technique. The only drawback for 
evolutionally extreme learning machine was its simulation time as 
it was considered longer than the time consumed during 
simulation of an extreme learning machine. However, the high 
accuracy levels gained from evolutionally extreme learning 
machine was very encouraging to implement it. 

We calculated the ANOVA value for four different classifiers. 
The P value resulted in 0.0613, which is slightly less than 0.05.  
Although the P value is slightly smaller than 0.05 However, it is 
yet indicating that there is no sensible difference between those 
four implemented classifiers  

Table II shows the confidence interval for four different 
performed classifiers 

TABLE II. CONFIDENCE INTERVAL for various CLASSIFIERS  

Classifier Confidence 
Interval 

High 

Confidence 
Interval Low 

Confidence 
Interval 

Extreme Learning 
Machine 

86.54% 84.24% 2.3% 

Discriminate 
Analysis 

88.29% 84.96% 3.32% 

Support Vector 
Machine 

87.89% 83.53% 4.36% 

Evolutionally 
Extreme Learning 
Machine 

93.71% 92.08% 1.63% 

 

Fig.9. Shows the clustered column chart which is representing 
our confidence interval for our used classifier. The used confidence 
score is 60%. We are confident in our result by level 60 % as long 
as testing accuracy, for each classifier, within our interval. It is 
apparent from these results that evolutionally extreme learning 
machine has the narrowest range which is 1.63%. Support vector 
machine has the widest interval, which impacts the gap between 
higher and lower confidence interval. Moreover, the second widest 
interval is Discriminate Analysis which results in 3.32% and 
finally, extreme learning machine generates the second narrowest 
interval that is 2.3%. 
 

 
Fig.9. Confidence Interval  

 

Classifier fusion layer was added where; it selected the best 
local classifier by using dynamic classifier selection algorithm. 
Both training and testing accuracies were improved as shown in 
Table III. 

Data filtering Feature 
Reduction 

Class 

Feature 
Extraction 

Input 
Raw 
Data  

Filtered Data 
Classifier  
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TABLE III: CLASSIFIER FUSION TESTING AND TRAINING ACCURACY 
Signal 
Representation 

Average 
Training 
Accuracy 

Average 
Testing 
Accuracy 

Classification 
Algorithm  

Spectrogram 98.42% 93.07% Classifier Fusion 

Wavelet 99.35% 95.25% Classifier Fusion 

Wavelet Packet  99.73% 96.60% Classifier Fusion 
 

The testing accuracies were improved by adding classifier 
fusion where wavelet packet testing accuracy exceeded 96% while, 
wavelet testing accuracy became higher than 95%, and finally, 
spectrogram became more than 93%. In comparing Table III 
results with Table I results we can conclude that classifier fusion 
improved results. Fig.10 shows the number of learned feature for 
each data representation.  

 

 
Fig.10. Number of learned features for each data representation 

6. Conclusion 

The self-organizing map was time-saving and easy feature 
learning technique, where it reduced dimensions of data without 
too much loss of the information and observations that should be 
associated with data. The self-organizing map was considered one 
of the types of neural networks which use dimension reduction 
(typically two dimensions) and back propagation for error 
correction. Although the simulation time was not long, we got a 
good testing accuracies. 

Spectrogram, wavelet and wavelet packet helped in better 
representing raw data. Support vector machine showed good 
classification ability in Wavelet Packet while discriminate 
analysis showed an impressive result in wavelet signal 
representation and good ability for classification for Spectrogram 
although Extreme learning machine excelled in Spectrogram 
testing accuracy than using discriminate analysis.  

Evolutionally extreme learning machine was considered a 
very real improvement for our accuracies percentages. This was 
due to the optimisation algorithm that existed in the model. As all 
testing accuracies, for evolutionally extreme learning machine, 
exceeded 90%. The only drawback for evolutionally extreme 
learning machine was its simulation time which was relatively 
longer than that consumed during implementing extreme learning 
machine. On the other hand, the accuracy values achieved by 
employing evolutionally extreme learning machine as a classifier 
was higher than those reached by hiring extreme learning machine 
in the classification stage. 

ANOVA value was 0.0613 as calculated above. The value was 
not yet to be less than 0.05. However, it was very close to 0.05. 
This meant that there was no practical difference between 
classifiers. Despite this, we believed that using evolutionally 
extreme learning machine pushed ANOVA value to be as close as 
0.05. 

The confidence interval was calculated by confidence score 
60%.  And as shown above, the narrowest interval was for an 
evolutionally extreme learning machine. While the widest range 
for support vector machine. These intervals gave us an indication 
of how far we were confident in our resulting testing accuracy. 
And if the testing accuracy was in our range, so we would be 
confident in our result by 60%. 

Classifier Fusion layer enhanced in increasing testing 
accuracies for the three used signal representations. Classifier 
fusion algorithm followed was selecting best local classifier. The 
only drawback for classifier fusion was increasing simulation 
time as it became relatively high than before. However, 
simulation time consumed by the self-organizing map as feature 
learning was short. 

The average simulation time was around 20 seconds which 
was considered as a short time. However, it was very far from real 
time hands applications (150m seconds to 300 m seconds). As a 
future work we are planning to mix all features for three suggested 
data representation and select top useful features by applying 
indexing technique then use classifier fusion to combine between 
reaching real simulation time in real hands applications (150m 
seconds to 300 m seconds) and verifying high testing accuracies 
rate. Also, as a future work, we are planning to introduce raw data 
to our model without any signal representation to save simulation 
time and build a practical system. 
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